MODELLING OF GRANULAR FLOW ON MICRO- AND MACROSCOPIC SCALES WITH CALIBRATION USING EXPERIMENTAL AND NUMERICAL SETUPS
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Abstract Discrete models are frequently used in research in the area of granular matter. While they provide detailed insights, powder simulations can suffer from high particle counts and immense computational times. Therefore, a macroscopic model is calibrated by experiments and discrete simulations to investigate powder discharge from a wedge-shaped silo for varying orifice sizes. Additional coupling with air flow inside the silo reveals that a compaction and a subsequent expansion of the particle bed during discharge causes pressure gradient forces at the outlet, influencing the mass flow rate. The magnitude of the pressure gradient is dependent on the filling level and the orifice size.

1 INTRODUCTION

The prevalent importance of hoppers and silos for a wide variety of industrial branches is apparent by the strenuous efforts of many researchers to obtain models for the discharge behaviour of those storage devices [1–4]. The magnitude of the mass flow itself and the difficulties in maintaining a reliable, uniform flow behaviour are of great interest, since those issues can have impactful consequences for the following downstream processes.

Therefore, silo and hopper dimensioning plays a vital role in industrial processes. However, even a correctly designed silo setup might experience complications during discharge like mass flow fluctuations due to air interactions, especially for fine powders. Detailed insights into the dynamics during granular flow processes can be achieved with the Discrete Element Method (DEM) and Computational Fluid Dynamics (CFD) coupling [5, 6]. However, the particle size of powders leads to an immense computational effort for this approach, increasing the need for a macroscopic model that can predict powder flow behaviour for industrial scales. The aim of this work is therefore to calibrate a macroscopic granular model for a powder by experiments and DEM simulations. The powder consists of a sieved fraction \((200 \mu m \leq d_p \leq 250 \mu m)\) of FlowLac90 lactose particles (Meggle). The focus is the calibration process itself, as well as the granular-air dynamics during discharge and their impact on the mass flow rate.

Calibration and validation are achieved by experimental compressibility tests, as well as DEM simulations and experiments of shear flow with the open source code LIGGGHTS [7]. Macroscopic simulation is achieved with a modified model according to Latz and Schmidt [8].
using the simulation tool GRAIN, which is developed by the Fraunhofer Institute for Industrial Mathematics in Kaiserslautern.

2 METHODS

2.1 Discrete Granular Modelling

The discrete particle modelling is achieved by the DEM. Within the DEM framework, firstly introduced by Cundall and Strack [9], particle trajectories are calculated based on their interactions with contact partners and other applied forces. Contact forces $\vec{F}_c$ are calculated by contact models, which consider material and surface specific parameters like the Young’s modulus, particle friction coefficients and surface energy [10–12]. The sum of all forces for particle $i$ with collision partners $j$ and other applied forces allows the calculation of translational velocities $\vec{v}_p$, rotational velocities $\vec{\omega}_p$ and thereby the position and orientation via numerical integration [9, 13].

$$m_{p,i} \frac{d\vec{v}_{p,i}}{dt} = \sum_{j=1}^{J} \vec{F}_{c,ij} + \vec{F}_{g,i} + \sum_{k=1}^{K} \vec{F}_{fluid,i,k}$$

$$J_{p,i} \frac{d\vec{\omega}_{p,i}}{dt} = \sum_{j=1}^{J} (\vec{M}_{t,ij} + \vec{M}_{r,ij})$$

Whereby $t$, $m_p$ and $\vec{F}_g$ are the time, particle mass and the gravitational force respectively. The sum of all fluid forces $\vec{F}_{fluid}$ includes interaction between particles and the surrounding fluid, like drag or lift. Analogous to the translational equation, the rotational movement includes the moment of inertia $J_p$ and the sum of all torques resulting from tangential contact forces ($\vec{M}_t$) and rolling friction ($\vec{M}_r$). The contact forces are calculated by a combination of Hertz’s theory [10] for the elastic normal force component and a modified no-slip condition model of Mindlin [14] proposed by Di Renzo and Di Maio [15] for the tangential force component. Energy dissipation is modelled with the model of Tsuji et al. [16] by adding a viscous damping term, which is related to the coefficient of restitution $e$. Tangential forces are limited by Coulomb friction. Attractive contact forces due to cohesion are calculated with a simple linear model, which consists of the overlapping contact area between two contact partners multiplied with the cohesion parameter $k_{coh}$ [7, 12].

For this work, the needed parameters for the DEM are the Young’s modulus $E$ which was measured by nanoindentation with a flat-punch (TI Premier, Hysitron), the coefficient of restitution $e$ which was obtained analogous to our previous work with a free fall apparatus [17], and the friction coefficient $\mu_{DEM}$ and cohesion parameter $k_{coh}$ which both were obtained by calibration with shear tests using a Powder Flow Tester (PFT, Brookfield). While those parameters are essential for the macroscopic calibration process, their detailed measurements processes are beyond the scope of this work.

2.2 Macroscopic Granular Modelling

The macroscopic model is based on a modified approach of Latz and Schmidt [8], whereby granular flow can be modelled in two regimes, namely dense and dilute systems. The spatial resolution is large in contrast to particle sizes. Similar to fluid flow simulations, conservation equations for mass and momentum are solved numerically [8, 18, 19].
\[
\frac{\partial}{\partial t} c + \nabla \cdot (c \dot{v}) = 0
\]
(2)

\[
\frac{\partial}{\partial t} (c \ddot{v}) + \nabla \cdot (c \ddot{v} \dot{v}^T) = \nabla \cdot (\eta \nabla \dot{v}) - \nabla p + \gamma + \beta (\ddot{v} - \dot{v}_f)
\]

Additionally, the conservation of granular temperature which represents the spatial average of the fluctuating granular velocity is coupled with the previous set of equations [20].

\[
\frac{\partial}{\partial t} (cT) + \nabla \cdot (cT \ddot{v}) = \frac{3}{2} \left[ \eta \nabla \dot{v} : \nabla \dot{v} - \nabla \cdot (\lambda \nabla T) \right] - \varepsilon_r cT
\]
(3)

Whereby \( c, \ddot{v}, \eta, p, \gamma, T, \lambda \) and \( \varepsilon_r \) are the particle volume fraction, granular velocity vector, shear viscosity, granular pressure, gravity vector, granular temperature, thermal conductivity, and the energy dissipation rate, respectively. \( \beta \) represents the momentum exchange term with the velocity differences between the granular and the fluid phases. To solve the conservation equations, several closure relations are needed, which contain parameters which are dependent on the granular material and its compressibility [8, 18, 19].

\[
g_c = \left(1 - c/c_{\text{max}} \right)^{-1} \quad p = p_k + p_y
\]
(4)

\[
p_k = cT g_c \quad p_y = \Theta(c - c_0) T_0 (c - c_0) g_c
\]

\[
\eta = \eta_0 \cdot \sqrt{T} g_c c \cdot (1 + p_y/p_k) \quad \lambda = \lambda_0 \cdot \sqrt{T} g_c c \cdot (1 + p_y/p_k)
\]

\[
\varepsilon_r = \varepsilon_0 \cdot \sqrt{T} g_c c \cdot (1 + p_y/p_k)
\]

Whereby \( g_c \) is the radial distribution function, which approaches infinity if the granular volume fraction is close to the maximum volume fraction \( c_{\text{max}} \). The function \( g_c \) implies the frequency for binary collisions in dilute regimes and represents long-term contacts for dense systems. The granular pressure consists of the kinetic part \( p_k \) and the yield-pressure \( p_y \). The yield pressure is set to zero with the Heaviside step function, until the minimum yield volume fraction \( c_0 \) is reached. The yield pressure has a similar formulation as the kinetic granular pressure, however it uses \( T_0 \) as the constant yield parameter which prevents the overall pressure to approach zero for vanishing granular temperature. The shear viscosity, thermal conductivity and energy dissipation rate increase with the ratio of yield to kinetic pressure and depend on the material specific parameters \( \eta_0, \lambda_0, \varepsilon_0 \) respectively. In addition to the equations above, the proposed relation for the bulk friction angle \( \varphi \), \( \eta_0 \) and \( \varepsilon_0 \) by Latz and Schmidt is used [8].

\[
\tan(\varphi) = \sqrt{\eta_0 \varepsilon_0}
\]
(5)

Granular-air interaction is accounted for by solving the Navier-Stokes equations for mass and momentum for air. The momentum exchange term \( \beta \) is approximated by the Ergun relation [21]. Additionally, a fluid pressure gradient term is added in the granular momentum equation (Eq. 2).

3 CALIBRATION OF THE MACROSCOPIC MODEL

The procedure for the determination of the material specific parameters described in section 2.2 can be split in two parts. The analysis of the compressibility behaviour, which yields \( c_0 \), \( c_{\text{max}} \) and \( T_0 \) was done separately from the remaining unknowns. Afterwards, \( \eta_0, \varepsilon_0 \) and \( \lambda_0 \) are obtained by experimental and numerical shear tests.
3.1 Compressibility analysis

The bulk density of the sieved fraction of lactose powder \(200 \mu m \leq d_p \leq 250 \mu m\) was obtained with a standard PFT procedure. The granular volume fraction can be calculated with the particle density value of approximately \(\rho_p = 1060 \frac{kg}{m^3}\). With the relations for \(g_c\) and \(p_y\) (Eq. 4) and the absence of kinetic pressure due to quasi-static compression inside the shear cell, a simple iterative solver can fit for \(c_0, c_{max}\) and \(T_0\) by minimizing the sum of the squared error between the experimental and modelled stresses (Fig. 1).

The fit reaches a good agreement with experimental results. However, for very low stresses, the macroscopic model is slightly less sensitive to pressure changes. The final parameters for \(c_0, c_{max}\) and \(T_0\) are shown in Table 1.

![Figure 1: Compressibility measurements and macroscopic fitting with Eq. 4](image)

<table>
<thead>
<tr>
<th>Normal stress / kPa</th>
<th>Volume fraction c / %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Experimental data</td>
</tr>
<tr>
<td>1</td>
<td>Macroscopic fit</td>
</tr>
</tbody>
</table>

Table 1: Macroscopic parameters obtained by compression tests (1/2)

| \(c_0\) / \(c_{max}\) / \(T_0\) / \(\frac{m^2}{\tau}\) | 0.5579 | 0.5771 | 0.41 |

3.2 Shear tests

The next step for further calibration is to utilize shear tests similar to other works [19, 22, 23]. The relation between the friction angle \(\varphi\), \(\eta_0\) and \(\varepsilon_0\) (Eq. 5) allows for further parameterisation of the granular system. Due to the particle size, cohesion can be neglected with relatively low impact on the overall fitting quality. Therefore, the friction angle is approximated by the stationary shear stress \(\tau\) divided by the normal stress \(\sigma\) during pre-shearing with the PFT, with \(\tan(\varphi) \approx \tau/\sigma\). This procedure is also used for the DEM and macroscopic shear tests in the following sections. The shear procedures were repeated three times for each normal stress, whereby the deviations were below 1 %. Table 2 summarizes the averaged results.
Table 2: Experimental shear tests results for the stress dependent friction angle

<table>
<thead>
<tr>
<th>$\sigma / kPa$</th>
<th>$\tau / kPa$</th>
<th>$\varphi / ^\circ$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.208</td>
<td>0.11</td>
<td>27.9</td>
</tr>
<tr>
<td>0.384</td>
<td>0.198</td>
<td>27.3</td>
</tr>
<tr>
<td>0.718</td>
<td>0.359</td>
<td>26.6</td>
</tr>
<tr>
<td>1.349</td>
<td>0.667</td>
<td>26.3</td>
</tr>
<tr>
<td>2.553</td>
<td>1.251</td>
<td>26.1</td>
</tr>
<tr>
<td>4.845</td>
<td>2.368</td>
<td>26.0</td>
</tr>
</tbody>
</table>

For the wall boundaries (aluminium), a measured constant wall friction angle of $\varphi_x \approx 16^\circ$ is applied. The measured friction angles only give valid ratios and therefore infinite possibilities for the values of $\eta_0$ and $\varepsilon_0$ with Eq. 5. For further parameterisation, the next step is to obtain similar velocity profiles in a shear cell with the macroscopic model compared to DEM simulations. For the DEM model, the particle size was set randomly via a Gaussian distribution with an arithmetic mean of 200 $\mu m$. During the particle generation process, particles with diameters below 200 $\mu m$ or above 250 $\mu m$ were iterated again until a size between the sieved fraction was obtained. This approach allowed for a very similar size distribution to the experiments. The measured and calibrated material parameters for the DEM simulations are shown in Table 3.

Table 3: DEM parameters

<table>
<thead>
<tr>
<th>$E / GPa$</th>
<th>$v / -$</th>
<th>$e / -$</th>
<th>$\rho_p / kg / m^3$</th>
<th>$\mu_{DEM} / -$</th>
<th>$k_{coh} / f / m^3$</th>
<th>$d_p / \mu m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>0.3</td>
<td>0.67</td>
<td>1060</td>
<td>0.95</td>
<td>$10^5$</td>
<td>200 – 250</td>
</tr>
</tbody>
</table>

The shear cell for the DEM and the shear cell for the macroscopic model are an approximate replication of the PFT shear cell and its dimensions (6” cell) with a purely translational movement. To reduce computation time, the horizontal axes are periodic in both cases, while the macroscopic shear cell model was also kept completely two-dimensional. The setups’ dimensions are approximately (length $\times$ depth $\times$ height) 11 mm $\times$ 2 mm $\times$ 20 mm.

Shearing was induced by moving fins at the bottom for the DEM, and with a constant boundary velocity for the macroscopic model. For the DEM, the lid was moving vertically to adjust the applied pressure, while no horizontal movement was allowed. Shear velocities were increased to 2 mm/s instead of approximately 0.5 mm/s inside the PFT to reach steady state faster and therefore to further reduce computation time for the DEM. The macroscopic model cell’s height was adjusted to only include the particle bed between the upper lid fins and the lower cell fins. It was also adjusted accordingly to the position of the DEM lid, which was dependent on the applied normal stress. Fig. 2 showcases the used shear cell setups exemplarily with 4.845 kPa normal stress applied to the upper shear plane (right below the lid fins) alongside with the horizontal velocity profiles according to the final fitting.
An analysis of the horizontal velocity profiles for the same stresses as in Table 2 revealed that the velocities are slightly concave for very low stresses and become more linear with higher stresses. The fitting procedure was started for the lowest stress, for which the concave profile was the most pronounced. Fig. 3 shows the end result of the fitting process with the corresponding normalized velocities for three stresses, whereby the horizontal black lines represent the upper and lower fins of the lid and cell if the lid is resting on the particle bed without compaction.

Fig. 3 shows good agreement between the macroscopic model and the DEM. However, the velocity profile could be adjusted by ratios of $\eta_0$ and $\lambda_0$, yielding infinite combinations, similar
to Eq. 5. The velocity profiles in Fig. 3 could be achieved with the relation of \( \lambda_0 \cdot \eta_0 = 5.2 \cdot 10^{-7} \, m^2 \). Therefore, with the shear measurements and Eq. 5, one unknown still remains. Since the shear viscosity heavily influences the outflow time for silo discharge while \( \lambda_0 \) and \( \varepsilon_0 \) show less influence, \( \eta_0 \) was guessed and iteratively fitted to yield the best outflow time agreement with experimental results, whereby \( \lambda_0 \) and \( \varepsilon_0 \) could be recalculated easily with the derived relations. More details about the silo setup are shown in the next chapter. The final values of the remaining parameters are depicted in Table 4.

<table>
<thead>
<tr>
<th>( \eta_0 / m )</th>
<th>( \lambda_0 / m )</th>
<th>( \varepsilon_0 / m^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00052</td>
<td>0.001</td>
<td>332.84</td>
</tr>
</tbody>
</table>

Additionally, the ratio of normal to shear stresses were compared to the experimental data in Table 2. It was found that instead of using a stress dependent friction angle according to Table 2 for Eq. 5, a static friction angle of \( \varphi = 27^\circ \) led to a better fit, which is summarized in Fig. 4.

![Figure 4: Comparison of the stress dependent friction angle for the macroscopic model](image)

Especially for low stresses, the friction angles show good accordance with the experiments. This is important, since the following silo setup has a filling height below 300 mm, which also yields low normal stresses.

4 SILO DISCHARGE ANALYSIS

The macroscopic model is now applied to silo discharge from a lab scale silo with aluminium walls and adjustable orifice size and hopper half angle. The silo shaft is 200 mm in height, 45 mm in width and 60 mm in depth. Depending on the orifice size and hopper half angle, the hopper has a maximum vertical height of ca. 100 mm. In this work, the half hopper angle \( \theta \) is fixed at 15°, while the orifice size \( b \) is varied between 5 mm, 10 mm and 15 mm.
For the experimental procedure, a 3D printed discharge shutter was held with two electromagnets during filling. Discharge was induced by shutting down the magnets’ power supply. The mass flow rate was measured indirectly by weighing the remaining mass inside the silo with an EC 3000-3-FS-AVC (WIPOTEC) high speed scale. For the macroscopic modelling, areas with no granular volume were added on the top and bottom of the silo boundary (see Fig. 5) to allow for better fluid interaction and numerical stability. Similar to the macroscopic shear cell, the silo was two-dimensional and additionally split by a boundary with symmetric conditions in the middle.

4.1 Mass flow rates

For the three different orifice sizes, the mass flow rates depicted in Fig. 6 were obtained. Experiments were repeated three times, whereby only insignificant differences between different runs could be found.
Figure 6: Experimental and numerical mass flow rates

The initial spikes for the experimental mass flows are caused by the shutter drop off. Qualitatively, the changes in mass flow rate over time show a good agreement between simulations and experiments. However, for \( b = 5 \, mm \), the numerical flow rate is lower than experiments and vice versa for bigger orifices. This might be related to the simple wall friction angle modelling, which has more impact for small openings. After 1 s of outflow time, mass flow decreases and shows a positive trend afterwards. Also, wider orifice sizes cause more rapid mass flow changes.

4.2 Porosity and fluid pressure dynamics

The mass flow profiles in the previous subchapter can be explained by granular-air interaction inside of the silo [24–26]. During discharge, the powder is compacted while nearing the hopper by the decreasing horizontal cross-sectional area. At the orifice however, stress is tending to zero, whereby the bulk expands. These compaction and expansion dynamics lead to a partial vacuum inside of the silo and therefore pressure gradient forces at the outlet, inhibiting bulk acceleration. Fig. 7 emphasizes this for an orifice of \( b = 10 \, mm \) at varying outflow times.
Figure 7: Volume fraction and fluid pressure before discharge (left) and after 1 s and 2 s for $b = 10 \text{ mm}$

The rise of mass flow with lower filling levels is caused by less granular pressure and therefore less compaction at the start of the hopper, leading to decreasing air pressure gradients at the outlet. Additionally, less resistance due to the decrease of bed height allows for easier vacuum compensation by air flow from above the silo. Fig. 8 summarizes the pressure gradients for all orifice sizes during the discharge processes.

Figure 8: Pressure gradient at the outlet for the studied orifice sizes

Analogous to the mass flow rates, after 1 s of discharge the pressure gradient seems to stabilize and decrease over time. The magnitude and the decrease of the pressure gradients are amplified for bigger orifices.
5 SUMMARY AND OUTLOOK

To counter the numerical difficulties regarding time and computational power for powder modelling with discrete particles, a macroscopic approach was able to capture the characteristics of powder flow adequately. DEM was only used as an additional calibration tool, if experimental setups are unable to provide all necessary data, reducing the overall computational effort significantly. Still, the calibration process is cumbersome and in this case needed information from the investigated process of silo discharge itself. This work also shows the importance of air interaction when considering powder flow modelling. Due to the compressibility of powders, the compaction and expansion dynamics inside silos can have a strong impact on the overall flow behaviour. This can only be accounted for by coupling the granular model with simultaneous fluid calculations.

In the future, additional calibration setups will be used that are more dynamic in contrast to the dense and slow flows in shear cells. The current ongoing step is to utilize a custom powder rheometer setup which also can be modelled with DEM and within the macroscopic model framework GRAIN.
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